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Lecture 1: Connections on principal fibre bundles

The beauty and profundity of the geometry of fibre bundles
were to a large extent brought forth by the (early) work of
Chern. I must admit, however, that the appreciation of this
beauty came to physicists only in recent years.

—CN Yang, 1979

In this lecture we introduce the notion of a principal fibre bundle and of a connection on it, but we
start with some motivation.

1.1 Motivation: the Dirac monopole

It is only fitting to start this course, which takes place at the JCMB, with a solution of Maxwell’s equa-
tions. The magnetic field B of a magnetic monopole sitting at the origin in R? is given by

B(x) = —
T 4nr3’

where r = |x|. This satisfies divB = 0 and hence is a solution of Maxwell’s equations in R3\ {0}.

Maxwell’s equations are linear and hence this solution requires a source of magnetic field,
namely the monopole which sits at the origin. We will see later in this course that there are
other monopoles which do not require sources and which extend smoothly to the ‘origin’.

In modern language, the vector field B is understood as the 2-form F € Q?(R3 \ {0}) given by

F=

573 (x1dx2 A dx3 + cyclic)
nr

in the cartesian coordinates of R®. Maxwell’s equations say that dF = 0. This is perhaps more evident in
spherical coordinates (x; = r sin0cos,...), where

1
F=—sin0dOAdd.
47
Since dF = 0 we may hope to find a one-form A such that F = dA. For example,
1
A=—-—cos0do.
4n

This is not regular over all of R%\ {0}, however. This should not come as a surprise, since after all spherical
coordinates are singular on the x3-axis. Rewriting A in cartesian coordinates

_ X3 dexl — X1 de

Canr K+

clearly displays the singularity at x; = x, = 0.

In the old Physics literature this singularity is known as the “Dirac string,” a language we shall
distance ourselves from in this course.

This singularity will afflict any A we come up with. Indeed, notice that F restricts to the (normalised)
area form on the unit sphere S ¢ R3, whence
f F=1.
S

If F = dA for a smooth one-form A, then Stokes’s theorem would have forced f5F = 0.
The principal aim of the first couple of lectures is to develop the geometric framework to which F
(and A) belong: the theory of connections on principal fibre bundles, to which we now turn.
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1.2 Principal fibre bundles
A principal fibre bundle consists of the following data:
¢ a manifold P, called the total space;

* alLie group G acting freely on P on the right:

PxG—P
(p,8)— pg (orsometimes Rgp)

where by a free action we mean that the stabiliser of every point is trivial, or paraphrasing, that
every element G (except the identity) moves every point in P. We will also assume that the space
of orbits M = P/G is a manifold (called the base) and the natural map n : P — M taking a point to
its orbit is a smooth surjection. For every m € M, the submanifold n~!(m) c P is called the fibre
over m.

Further, this data will be subject to the condition of local triviality: that M admits an open cover {Ug}
and G-equivariant diffeomorphisms g : 1! Uy — Uy x G such that the following diagram commutes

_IUO(#U(,XG

This means that Yy (p) = (n(p), g«(p)), for some G-equivariant map gy : n‘on‘ — G which is a fibrewise
diffeomorphism. Equivariance means that

8«(pg) =gu(p)g .

One often abbreviates the above data by saying that

P G P
ln or ln is a principal G-bundle,
M M

but be aware that abuses of language are rife in this topic. Don’t be surprised by statements such as “Let
P be a principal bundle...”

We say that the bundle is trivial if there exists a diffeomorphism ¥ : P — M x G such that ¥(p) =
((p), x(p)) and such that x(pg) = x(p)g. This last condition is simply the G-equivariance of W.

A section is a (smooth) map s: M — P such that o s = id. In other words, it is a smooth assignment
to each point in the base of a point in the fibre over it. Sections are rare. Indeed, one has

Exercise 1.1. Show that a principal fibre bundle admits a section if and only if it is trivial. (This is in
sharp contrast with, say, vector bundles, which always admit sections.)

Solution. If s: M — P is a section, define ¥ : P — M x G by sending ¥ (p) = (n(p), x(p)), where x(p) € G
is uniquely specified by p = s(n(p))x(p). Conversely, given ¥ : P — M x G, define a section by s(m) =
Y-1l(m,e). &

Nevertheless, since P is locally trivial, local sections do exist. In fact, there are local sections sy : Uy —
71U, canonically associated to the trivialisation, defined so that for every m € Uy, Wq(s(m)) = (m, e),
where e € G is the identity element. In other words, gy o s : Uy — G is the constant function sending
every point to the identity. Conversely, a local section s allows us to identify the fibre over m with G.
Indeed, given any p € 1! (m), there is a unique group element gq(p) € G such that p = s, (1) gq(p).
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On nonempty overlaps Ugg := Uq N Ug, we have two ways of trivialising the bundle:

Y «
Ugp x G DAL T[_IUO@ L Ugp x G

b1
pry j pry

Ugp

For m € Ugg and p € -1 (m), we have Yo(p) = (m, g«(p)) and vg(p) = (m, gp(p)), whence there is
8op(p) € G such that go(p) = gup(p) gp(p). In other words,

M gop(P) = Za(P)gp ()" .

In fact, 8op(p) is constant on each fibre:

Zop(P8) = 8P gy ()"

(by equivariance of gq, gp) =gu(p)gg! g (p)
=8up(p) .
In other words, gug(p) = gap (1t(p)) for some function
8ap:Uap—G.

From equation (1), it follows that these transition functions obey the following cocycle conditions:
(2) 8op(M)gpa(m) = e for every m € Uyg, and
&) 8ap(mM)gpy(m)gya(m)=e  for every me Uggy,
where Uggy = UgnUgNUy.
Exercise 1.2. Show that on double overlaps, the canonical sections s, are related by

s@(m) = s(x(m)g(xﬁ(m) foreveryme Uaﬁ.

Solution. Simply observe that gy o sg = gq © g Lo 8p°Sp = gup- ®

One can reconstruct the bundle from an open cover {U,} and transition functions { 8op} obeying the
cocycle conditions (2) as follows:

P=[{UxxG)/ ~,
o)

where (m, g) ~ (m, gag(m)g) for all m € Uyg and g € G. Notice that it is induced by the projection onto
the first factor and the action of G on P is induced by right multiplication on G, both of which are
preserved by the equivalence relation, which uses leff multiplication by the transition functions. (Asso-
ciativity of group multiplication guarantees that right and left multiplications commute.)

Example 1.1 (M6bius band). The boundary of the Mobius band is an example of a nontrivial principal
Z»-bundle. This can be described as follows. Let S' < C denote the complex numbers of unit modulus
and let m: S! — S! be the map defined by z — z2. Then the fibre n~!(z?) = {+z} consists of two points.
A global section would correspond to choosing a square-root function smoothly on the unit circle. This
does not exist, however, since any definition of z!/? always has a branch cut from the origin out to the
point at infinity. Therefore the bundle is not trivial. In fact, if the bundle were trivial, the total space
would be disconnected, being two disjoint copies of the circle. However building a paper model of the
Mobius band one quickly sees that its boundary is connected.

We can understand this bundle in terms of the local data as follows. Cover the circle by two overlap-
ping open sets: U; and U,. Their intersection is the disjoint union of two intervals in the circle: Vy UV5.
Let g; : V; — Z, denote the transition functions, which are actually constant since V; are connected and
Z, is discrete, so we can think of g; € Z,. There are no triple overlaps, so the cocycle condition is vacu-
ously satisfied. It is an easy exercise to check that the resulting bundle is trivial if and only if g; = g» and
nontrivial otherwise.
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1.3 Connections

The push-forward and the pull-back
Let f:M — N be a smooth map between manifolds. The push-forward
fi : TM—TN (also written T f when in a categorical mood)

is the collection of fibre-wise linear maps f; : T;;M — T,y N defined as follows. Let v € T;,M
be represented as the velocity of a curve ¢ — y(f) through m; that is, y(0) = m and y'(0) = v.
Then f, (v) € TN is the velocity at f(m) of the curve ¢ — f(y(1)); thatis, f.y'(0) = (foy)'(0).
If g: N — Q is another smooth map between manifolds, then so is their composition go f:
M — Q. The chain rule is then simply the “functoriality of the push-forward”: (gof). = g.o fs.
Dual to the push-forward, there is the pull-back f* : T;(M)N — T M, defined pointwise and
only on the image of f. If a is a one-form on N, then (f* ) (v) = a(fxv) is a one-form on M.
The pull-back is also functorial, but now reversing the order (go f)* = f* o g*.

Let 7 : P — Mbe a principal G-bundle and let m € Mand p € n~! (m). The vertical subspace V,cTyP
consists of those vectors tangent to the fibre at p; in other words, Vp =kerm, : TP — T;;M. A vector
field v € 2 (P) is vertical if v(p) € V), for all p. The Lie bracket of two vertical vector fields is again
vertical. The vertical subspaces define a G-invariant distribution V < TP: indeed, since moRg = 7, we
have that (Rg) V), = V. In the absence of any extra structure, there is no natural complement to V, in
TpP. This is in a sense what a connection provides.

1.3.1 Connections as horizontal distributions
A connection on P is a smooth choice of horizontal subspaces H, = T,P complementary to V,:
T,p=V,eH,

and such that (Rg)«Hp = Hpg. In other words, a connection is a G-invariant distribution H < TP com-
plementary to V.

For example, a G-invariant riemannian metric on P gives rise to a connection, simply by de-
fining Hy, = Vf;. This simple observation underlies the Katuza—Klein programme relating
gravity on P to gauge theory on M. It also underlies many geometric constructions, since
it is often the case that ‘nice’ metrics will give rise to ‘nice’ connections and vice versa.

We will give two more characterisations of connections on P, but first, a little revision.
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Some Lie group technology

A Lie group is a manifold with two smooth operations: a multiplication G x G — G, and an
inverse G — G obeying the group axioms. If g € G we define diffeomorphisms

Lg:G—G  and Rg:G—G

X—gx X—Xxg

called left and right multiplications by g, respectively.

A vector field v € 27 (G) is left-invariant if (Lg)«v = v for all g € G. In other words, v(g) =
(Lg)«v(e) for all g € G, where e is the identity. The Lie bracket of two left-invariant vector
fields is left-invariant. The vector space of left-invariant vector fields defines the Lie algebra
g of G. A left-invariant vector field is uniquely determined by its value at the identity, whence
g=T.G.

The (left-invariant) Maurer-Cartan form is the g-valued 1-form 0 on G defined by

g =(Lg1)e:TgG—TG=g.

If v is a left-invariant vector field, then 0(v) = v(e), whence 0, is the natural identification
between T,G and g. For a matrix group, 6, = g~'dg, from where it follows that 6 is left-
invariant and satisfies the structure equation:

do=-1[6,6],

where the bracket in the RHS denotes both the Lie bracket in g and the wedge product of
1-forms.
Every g € G defines a smooth map Adg : G — GbyAdg = Lg ORé‘,l; that is,

Adgh=ghg™'.

This map preserves the identity, whence its derivative there defines a linear representation
of the group on the Lie algebra known as the adjoint representation adg := (Adg). : g — g,
defined explicitly by

O
ang—a(ge g ))

For G a matrix group, adg (X) = gXg~!. Finally, notice that RZ,G =adg-100.

=0

The action of G on P defines a map o : g — 2 (P) assigning to every X € g, the fundamental vector
field o(X) whose value at p is given by

_d
00 =7 (pe™)| .

Notice that

=0,
=0

_d X _d
m,0,X) = - (pe)| = ()|
whence o(X) is a vertical vector field. In fact, since G acts freely, the map X — o, (X) is an isomorphism
Op:g = V), for every p.

Lemma1.1.
(Rg).0(X) =0 (ady-1X] .
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Proof. By definition, at p € P, we have

g e
(Rg)e0p ) = 7Ry (pe™)|

_ d tX
== (pe™g)|

d,
= — (pgg~'e™g)|

dt =0

ar (e ™|

=0pg (adg—l X) .

t=0

O

Exercise 1.3. Let g : 1 !Uy — G be the maps defined by the local trivialisation. Show that (8a)x0p(X) =
(Lga(P))xX

Solution. By definition,

d

_ 4 X
(80+0p(X) = — ga(pe )‘t:o

- _d X
(by equivariance of gy) T, (8a(ple )| =0

d
=7 (Lga(p)etx))

= (Lga(p) X

t=0
*

1.3.2 The connection one-form

The horizontal subspace H, < T,P, being a linear subspace, is cut out by k = dimG linear equations
TpP — R. In other words, H,, is the kernel of k one-forms at p, the components of a one-form w at
p with values in a k-dimensional vector space. There is a natural such vector space, namely the Lie
algebra g of G, and since w annihilates horizontal vectors it is defined by what it does to the vertical
vectors, and we do have a natural map V,, — g given by the inverse of ;. This prompts the following
definition.

The connection one-form of a connection H c TP is the g-valued one-form w € QLp; g) defined by

X ifv=0X)
@)= e :
0 if v is horizontal.
Proposition 1.2. The connection one-form obeys
Row=adg-100.

Proof. Let v € Hp, so that w(v) = 0. By the G-invariance of H, (Rg). v € Hyg, whence ng also annihil-
ates v and the identity is trivially satisfied. Now let v = 0, (X) for some X € g. Then, using Lemma 1.1,

Ry (0(X) = 0 ((Rg).0(X) = 00 (ady-1X]) =ady-1 X.
O

Conversely, given a one-form w € Q!(P;g) satisfying the identity in Proposition 1.2 and such that
w(0(X)) =X, the distribution H = ker w defines a connection on P.

We say that a form on P is horizontal if it annihilates the vertical vectors. Notice that if w and ' are
connection one-forms for two connections H and H' on P, their difference w—w’ € Q! (P; @) is horizontal.
We will see later that this means that it defines a section through a bundle on M associated to P.
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1.3.3 Gauge fields

Finally, as advertised, we make contact with the more familiar notion of gauge fields as used in Physics,
which live on M instead of P.

Recall that we have local sections sq : Uy — ' Uy associated canonically to the trivialisation of the

bundle, along which we can pull-back the connection one-form w, defining in the process the following
g-valued one-forms on Ugy:

Ag = Sqw eQ'(Uyg) .

Proposition 1.3. The restriction of the connection one-form o to n~ Uy agrees with

Wg = adg‘;l om*Ax+ 850,

where O is the Maurer—Cartan one-form.

Proof. We will prove this result in two steps.

a direct sum decomposition
TpP =im(sqom)« &V,

1. First we show that wy and w agree on the image of s4. Indeed, let m € Uy and p = sy (). We have

so that every v € T, P can be written uniquely as v = (sq) « 7. (v) + 7, for a unique vertical vector 7.

Applying wq on v, we obtain (since gy (s¢(m)) =€)

wa(v) = (1" s50) (v) + (850 (V)
= ((S0) + T« 1) +0¢ ((8a)+ V)
(since (gu © Sa)+ = 0) = 0 ((S0) T4 V) + 0 ((8o) « )
=0 (($e) T+ V) + (D)

=w(v).

. Next we show that they transform in the same way under the right action of G:

* * _ % % * %
Rg(u)a)pg = adga(pg)_l ORgT[ Sq + Rggae

. . _ * % % * ok
(equivariance of gq) =adg (p)g)-1 ORgT Sqw + 8o Rgb

(since moRg =) =adg-1g (10T S + gy (adg-106)

galp
=adg10 (adga(p)q ot s W+ gy 9)

= adg—l o(wa)p -

Therefore they agree everywhere on = U.

on Ugg. Indeed, on Uggp,

. .
Ag = SqWa = Sq0p

=53 (adgﬁ(su)-l om"Ag + 8 9)

(using 8pOSa= gﬁcx) = adgaﬁ OAﬁ + ggae .

In summary,

4)

Aq = adg,q oAp + ggae ,

or, equivalently,

Aq=adg,© (Aﬁ — g;ﬁe) ,

O

Now since  is defined globally, we have that wy = wg on n‘lU(,B. This allows us to relate Aq and Ag
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where we have used the result of the following

Exercise 1.4. Show that
adg,, og;ﬁe = 7gga6 .

Solution. This is easiest to do for matrix groups. Let us simplify notation so that g := g,s and hence
8pa = g~!. In this notation, the exercise asks us to show that

adgog*0=—(g™H*e.
For matrix groups, adg X = gXg ™! and g*0 = g"'dg, so that
5) adgog*0=g(g 'dg)g ' =dgg™".
But now notice that 0= d(gg™!) =dgg '+ gdg™!, so that
dgg™' =-gdg ' =-(g™""6,

as desired. ¢

For matrix groups this becomes the more familiar

©) Aa = 8apAp8ap — A8upSop -

Conversely, given a family of one-forms Ay € Q! (Uy; ) satisfying equation (4) on overlaps Ugp, we
can construct a globally defined w € Q! (P; g) by the formula in Proposition 1.3. Then w is the connection
one-form of a connection on P.

In summary, we have three equivalent descriptions of a connection on P:

1. a G-invariant horizontal distribution H c TP,
2. aone-form w € Q! (P; g) satisfying w(0(X)) = X and the identity in Proposition 1.2, and
3. a family of one-forms A4 € Q! (Uy; g) satisfying equation (4) on overlaps.

Each description has its virtue and we're lucky to have all three!

1.4 The space of connections

Connections exist! This is a fact which we are not going to prove in this course. The proof can be found
in [ , § I1.2]. What we will prove is that the space of connections is an (infinite-dimensional) affine
space. In fact, we have already seen this. Indeed, we saw that if ® and o’ are the connection one-forms
of two connections H and H’, their difference T = w—w’ is a horizontal g-valued one-form on P satisfying
the equivariance condition RZ,T =adg-107. Let us see what this means on M. Let 1o € Q!'(Ug; g) be the
pull-back of T by the local sections:

Ta=SaT=sp(0—0)=Aq—A,.
Then equation (4) on Ugg, says that
@) Ta= gaﬁrﬁg;ﬁl =adg,; oTp .

We claim that the {14} define a section of a vector bundle associated to P.
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Associated fibre bundles

Let G act on a space F via automorphisms and let p : G — Aut(F) be the corresponding repres-
entation. For example, F could be a vector space and Aut(F) = GL(F), or F could be a manifold
and Aut(F) = Diff(F).
The data defining the principal fibre bundle P — M allows to define a fibre bundle over M as
follows. Consider the quotient

PxgF:=(PxF)/G

by the G-action (p, f)g = (pg,p(g” 1) f). Since G acts freely on P, it acts freely on P x F and
since P/G is a smooth manifold, so is P xg F. Moreover the projection  : P — M induces a
projection nip : P xg F — M, by nr(p, f) = n(p), which is well-defined because n(pg) = n(p).
The data ng : P xg F — M defines a fibre bundle associated to P via p. For example, taking p
to be the adjoint representations ad : G — GL(g) and Ad : G — Diff(G) in turn, we arrive at the
associated vector bundle ad P := P xg g and the associated fibre bundle AdP :=P xg G.

The associated bundle P x F can also be constructed locally from the local data defining P,
namely the open cover {Uy} and the transition functions {8ap} ON double overlaps. Indeed,
we have that

PxGF=|_|(U<x><F)/~,
[04

where (m, f) ~ (m, p(gap (M) f) for all m € Uyg and f € F.
Sections of P x F are represented by functions f : P — F with the equivariance condition:

Ryf=pg of,
or, equivalently, by a family of functions fy : Uy — F such that

fa(m) = p(gep (M) fp (M) for all m € Ugg.

We therefore interpret equation (6) as saying that the family of one-forms 14 € Q' (Uy; g) defines a
one-form with values in the adjoint bundle ad P. The space Q! (M; ad P) of such one-forms is an (infinite-
dimensional) vector space, whence the space .« of connections on P is an infinite-dimensional affine
space modelled on Q! (M;adP). It follows that <7 is contractible. In particular, the tangent space Tx.2/
to </ at a connection A is naturally identified with Q' (M;adP).

1.5 Gauge transformations

Every geometrical object has a natural notion of automorphism and principal fibre bundles are no ex-
ception. A gauge transformation of a principal fibre bundle n : P — M is a G-equivariant diffeomorph-
ism @ : P — P making the following diagram commute

p—2 -p
N A
M
In particular, ® maps fibres to themselves and equivariance means that ®(pg) = ®(p)g. Composition
makes gauge transformations into a group, which we will denote ¢.
We can describe ¢ in terms of a trivialisation. Since it maps fibres to themselves, a gauge transform-

ation @ restricts to a gauge transformation of the trivial bundle n~' U, over Uy. Applying the trivialisa-
tion map Wy (@ (p)) = (1(p), gu(®(p))), which lets us define o : T Uy — G by

Pa(p) = g @(P)gua(p) .
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Equivariance of g, and of ® means that

da(pg) = Palp),
whence J)o(( p) = by (m(p)) for some function
do:Ug—G.
For m € Ugyg, and letting p € -1 (m), we have
balm) = ga(@(P)gu(p)™
= 8a(®(p))gp (d>(p))‘1g;s(<1>(p))gﬁ(p)‘lgﬁ(p)ga(p)‘l

(since n(®(p)) = m) = 8op (M) Pg (M) gap (M) ™!
=Adg,;(m) Pp(m),

whence the {d4} define a section of the associated fibre bundle AdP. Since the {¢4} determine ®
uniquely (and vice versa), we see that 4 = C*°(M;AdP).

1.6 The action of 4 on &/

The group ¢ of gauge transformations acts naturally on the space 27 of connections. We can see this in
several different ways.

Let H c TP be a connection and let @ : P — P be a gauge transformation. Define H® := @, H. This is
also a connection on P. Indeed, the equivariance of ® makes H® c TP into a G-invariant distribution:

0]
(Rg)*Hq)(p) = (Rg)*q)*Hp

(equivariance of @) =®.(Rg).Hp
(invariance of H) =0, Hpg
(definition of H®) = Hg(p g
(equivariance of @) = Hg(p) g

Moreover, H® is still complementary to V because @, is an isomorphism which preserves the vertical
subspace.

Exercise 1.5. Show that the fundamental vector fields o (X) of the G-action are gauge invariant; that is,
®,0X) = 0(X) for every ® € 4. Deduce that if w is the connection one-form for a connection H then
0?® := (®*)"lw is the connection one-form for the gauge-transformed connection H®.

Solution. To prove the gauge-invariance of the fundamental vector fields, we simply calculate:

_ d tX
D.0,(X) = — ®(pe ))t:O

(equivariance of ®@) = 4 (CD(p)etX)‘
dt =0

=0g(p X) .

To show that w?® is the connection one-form for H® we must show that w® (o (X)) = X for every X € g and
that ker o® = H®. The first follows from the gauge-invariance of the fundamental vector fields:

w®(0X) = (@ H*0)(0X) =0 (@;'cX) = woX) =X,

whereas for the second,
kero® =@, kero = ®,H=H? .

4



GT 2006 (jmf) 13

Finally we work out the effect of gauge transformations on a gauge field. Let m € Ug and p € 1! (m).
Let Ay and A? be the gauge fields on U, corresponding to the connections Hand H®. By Proposition 1.3,
the connection one-forms w and w® are given at p by

wp =adg, (-1 9" Ag + 8o 0
(8)
10T AS + 840

o _
wp =adg,
On the other hand, w® = (®~!)*w, from where we can obtain a relation between A, and A?x). Indeed,
letting g = ®~!(p), we have

b = (@) wg=adg )1 0@ ) T A+ (@) 820

8alq
(functoriality of pull-back) =adg ,)-10(mo O ) AL+ (8a© o 1)*e
(sincemo @1 =) =ady (51 om*Ag + (g0 ®1)*0
(since gu(p) = du(pP)ga(@) = adg, (;)-15.(p) O Aa+ (8o @0

Now, (8o 0@~ )(p) = ga(q) = bu(p) ' ga(p), whence
(Gao® )"0 =ge0-ady ,)-15,(») Pab -
This identity is easier to prove for matrix groups, since
(820 @70 = ga(p) ' D(P)IA(b(P) ' ga(p)) -
Now we put everything together using that ¢ = (o o 71 to arrive at
@) = adg, (-1 pm O (Aa = 050) + 850,
whence comparing with the second equation in (7), we conclude that
Ag = adg, 0 (Aa—50) ,

or for matrix groups,

€) Ag = PaAady' — dba by .

Comparing with equation (4), we see that in overlaps gauge fields change by a local gauge trans-
formation defined on the overlap. This means that any gauge-invariant object which is constructed out
of the gauge fields will be well-defined globally on M.
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Lecture 2: Curvature

In this lecture we will define the curvature of a connection on a principal fibre bundle and interpret it
geometrically in several different ways. Along the way we define the covariant derivative of sections of
associated vector bundles. Throughout this lecture, n : P — M will denote a principal G-bundle.

2.1 The curvature of a connection

2.1.1 The horizontal projection

Given a connection H c TP, we define the horizontal projection & : TP — TP to be the projection onto
the horizontal distribution along the vertical distribution. It is a collection of linear maps h, : T,P —
TpP, for every p € P, defined by
v ifveH, and
hy(v) = . P
0 ifveV,.

In other words, im & = H and ker & = V. Since both H and V are invariant under the the action of G, the
horizontal projection is equivariant:

ho (Rg)* = (Rg)* oh.
We will let h;‘, : T;‘,P — T;P denote the collection of dual maps, whence if, say, a € QL(P) is a one-form,
h*« = ao h. More generally if § € QX (P), then (h*B)(vy, ..., k) = p(hvy, ..., hvy). However...

[ X

o * . 3
& Despite the notation, h™ is not the pull-back by a smooth map! In particular,
h* will not commute with the exterior derivative d!

2.1.2 The curvature 2-form

Let w e Q' (P; g) be the connection one-form for a connection H < TP. The 2-form Q:= h*dw € QZ(P;g)
is called the curvature (2-form) of the connection. We will derive more explicit formulae for Q later on,
but first let us interpret the curvature geometrically.

By definition,
Q(u,v) =dw(hu, hv)
= (huw)w(hv)— (hv)w(hu) —w((hu, hv])
(since h*w =0) =-w([hu, hv));

whence Q(u, v) = 0 if and only if [hu, hv] is horizontal. In other words, the curvature of the connection
measures the failure of integrability of the horizontal distribution H < TP.

Frobenius integrability

A distribution D c TP is said to be integrable if the Lie bracket of any two sections of D lies
again in D. The theorem of Frobenius states that a distribution is integrable if every p € P
lies in a unique submanifold of P whose tangent space at p agrees with the subspace D, ¢
TpP. These submanifolds are said to foliate P. As we have just seen, a connection H < TP is
integrable if and only if its curvature 2-form vanishes.

In contrast, the vertical distribution V < TP is always integrable, since the Lie bracket of two
vertical vector fields is again vertical, and Frobenius’s theorem guarantees that P is foliated
by submanifolds whose tangent spaces are the vertical subspaces. These submanifolds are of
course the fibres of m: P — M.
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The integrability of a distribution has a dual formulation in terms of differential forms. A horizontal
distribution H = kerw is integrable if and only if (the components of) w generate a differential ideal,
so that do = © A w, for some © € Q! (P;End(g)). Since Q measures the failure of integrability of H, the
following formula should not come as a surprise.

Proposition 2.1 (Structure equation).

Q:dm+%[w,m],

where, as before, [—, -] is the symmetric bilinear product consisting of the Lie bracket on g and the wedge
product of one-forms.

Proof. We need to show that
(10) dw(hu, hv) = dw(u, v) + [w(u),w(v)]
for all vector fields u, v € 2" (P). We can treat this case by case.

¢ Let u, v be horizontal. In this case there is nothing to show, since w(u) = w(v) =0 and hu = u and
hv=v.

¢ Let u, v be vertical. Without loss of generality we can take u = ¢(X) and v = ¢ (Y), forsome X,Y € g.
Then equation (9) becomes

02 dw(eX),o)) + (e X), 0o Y))]

(w(0(X)) =X, etc) =0X)Y-o(NX-u(oX),cMD +[X,Y]
=-w([0X),c(V]) +X,Y]
([0X),0(Y)] =0 (X, Y]) =-0(o(X, YD) +[XY],

which is clearly true.

e Finally, let u be horizontal and v = o(X) be vertical, whence equation (9) becomes
dw(u,0(X))=0,

which in turn reduces to
o([u,oX)) =0.

In other words, we have to show that the Lie bracket of a vertical and a horizontal vector field is
again horizontal. But this is simply the infinitesimal version of the G-invariance of H.

O
An immediate consequence of this formula is the

Proposition 2.2 (Bianchi identity).
h*dQ=0.

Proof. This is simply a calculation using the structure equation:

h*dQ=h"d(dw+ %[m,w])
=h* ({dw, 0] - 1w, dw))
=h*ldw,w]
=[h*dw, h* 0]
=0.
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Under a gauge transformation @ : P — P, the connection one-form changes by o — 0® = (®~1)*w.
The curvature also transforms in this way.

Exercise 2.1. Show that under a gauge transformation ® : P — P, the horizontal projections &, h® of H
and H? are related by
h® =0, ho,!.

Deduce that the curvature 2-form transforms as
Q- 0%=@hH*Q.

(This can also be shown directly from the structure equation.)

Solution. Let u € T,P. Relative to the connection H we can decompose it as u = uy + hu with uy € V,.
Similarly, relative to the gauge-transformed connection H®, @, u= (@, u)y+h®@,u. Since Vis gauge-
invariant, (®, u)y = ®, uy, whereas since ®,H = H®, we have that ®, hu = h® (@, u). In other words,
®,.h=h%,.

To relate the curvature 2-forms, we simply calculate:

Q% = (h®)* de®
= (@) ' h e d (@) )
(since d commutes with pull-backs) = @) 'hdo
=(@"'Q.

*

2.1.3 Gauge field-strengths

Pulling back Q via the canonical sections sy : Uy — P yields the gauge field-strength F, := s;Q €
0?(Ug; 9). It follows from the structure equation that

1y Fo = dAq + 3 [Aa,Adl -

As usual, the natural question to ask is how do Fy and Fg differ on Uyg. From equation (4), using the
Maurer-Cartan structure equation d6 = —% [0,6] and simplifying, we find

(12) Fo = adg,, oFg

or, for matrix groups,
Fo = guapFp&ap -

In other words, the {F,} define a global 2-form F € 02(M; ad P) with values in adP. We may sometimes
write Fp if we want to make the dependence on the gauge fields manifest.

Exercise 2.2. Show that the gauge-transformed field-strength is given by

F$ = ad% OF(X .

Solution. This is a simple calculation using equations (10) and (8). ¢

2.2 The covariant derivative

A connection allows us to define a “covariant” derivative on sections of associated vector bundles to
P — M, but first we need to understand better the relation between forms on P and forms on M.
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2.2.1 Basic forms

A k-form a € Q(P) is horizontal if h* « = a. A horizontal form which in addition is G-invariant is called
basic. It is a basic fact (no pun intended) that a is basic if and only if a = n*& for some k-form & on
M (hence the name). This story extends to forms on P taking values in a vector space V admitting a
representation p : G — GL(V) of G. Let a be such a form. Then a is horizontal if h*a = « and it is
invariant if for all g € G,

Rpa= o(g Hoa.

If ais both horizontal and invariant, it is said to be basic. Basic forms are in one-to-one correspondence
with forms on M with values in the associated bundle P xg V. Indeed, let

(13) of (V) = {le aF ;v

h*z = z and RZ,Z = Q(g_l) OZ}

denote the basic forms on P with values in V. The k-forms on M with values in the associated bundle
P xg V are best described relative to a trivialisation of P as a family {, € Q¥(Uy; V) subject to the gluing
condition

(14) Ca = e(8up) Cﬁ

on nonempty overlaps Uyg. Let QF(M;P xg V) denote the space of such bundle-valued forms. We will
now construct isomorphisms

Qk(P; V) ——= oFM;P xgV)
as follows in terms of local data. )
Let { € QF (P;V) and define {o = 530 € QF (U V).

Exercise 2.3. Show that the {{y} define a form in QF(M; P x GV), by showing that equation (13) is satisfied
on nonempty overlaps.

Solution. Let m € Uqg, then sp(m) = so(m) gop (M), as shown in Exercise 1.2. In other words, sp= Rgo(ﬁ o
Sq, Whence

Gp= ng
= (Rgy ©50)"C
= S;R;asz
= s (etea) o)
= 0(8op) 0 La
which is equivalent to equation (13).

Conversely, if { € Qk (Uqy; V) define a form in Qkm; P x V), then define

lai=plgg) o lue QF T UL V).

Exercise 2.4. Show that {, is the restriction to 7~ 1U, of a basic form { € Q(’“J (P; V).

Solution. We must show that {, = Zﬁ on JT_IUO@ and that the resulting form (e QK (P; V) is both hori-
zontal and invariant. Let m € Uqp and letpe 711 (m). Then

Cu(p) = 0(a(P) ™ o Lo ()
= 0(ga(p) ™ om" (0(gup (1) 0 G (M)
= 0(8a(p) " gup (M) 0 (g (m)
=p(gp(p) ) om* Lg(m)
=Gp(p),
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whence it glues to a global form. We now show that  is horizontal. Let u = hu + uy € 2 (P) be a vector
field. Then restricted to n ™1 Uy,

Co() = Ca(hu+ uy)
(since 1, uy = 0) =Q(go()_loca(n*hu)
= (o (hu)
= (") (w) .

Finally, we show that it is invariant:

Ryl(pg) = Ryo(ga(pg) ™) o Lo(m)
(using gu(pg) = ga(p)g) = (gu(p)®) " o RET Lo(m)
=0(g N opga(p) ™o Lulm)
=p(g Hol(p).

In summary, (e Qé(P;V). L 2

Finally we observe that these two constructions are mutual inverses, hence they define the desired
isomorphism. This isomorphism is very useful: it allows us to work with bundle-valued forms on M
either locally in terms of a trivilisation or globally on P subject to an equivariance condition.

2.2.2 The covariant derivative

The exterior derivative d : Qk(P;V) — Qk+1(P;V) obeys d? = 0 and defines a complex: the V-valued
de Rham complex. The invariant forms do form a subcomplex, but the basic forms do not, since da
need not be horizontal even if « is. Projecting onto the horizontal forms defines the exterior covariant
derivative

dh:0ke;v) - ofttev) by dMa=h*da.

The price we pay is that (d")? # 0 in general, so we no longer have a complex. Indeed, the failure of d"!
defining a complex is again measured by the curvature of the connection.
Let us start by deriving a more explicit formula for the exterior covariant derivative on sections of
P xgV. Every section ( € QOM;P xg V) defines an equivariant function C € QOG(P;V) obeying RZ,C =
o(g~1) o and whose exterior covariant derivative is given by d"'{ = h* d{. Applying this to a vector field
u=uy+hue 2 (P, ) . B _ _
(@0 (W = dl(hw) = dl(u - uy) = dl(w) - uy Q) .
The derivative uy( at a point p only depends on the value of uy at that point, whence we can take
uy = o(w(u)), so that
7 7 d * 7 tw(u)
uyC=o(w(w){= E’t:ORg([)C for g(1) = ™",
By equivariance,
wl=—| o™ el=—pw)el,

where we also denote by p : g — End(V) the representation of the Lie algebra. In summary,
(@0 (w) = dl(w) +(w) () o

or, abstracting u,

(15) ad"{=dl+p(w)oT.
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This form is clearly horizontal by construction, and it is also invariant:

* JHy _ p*1.% g7
R;d"T=Ryh"dl

(since H is invariant) = h*R;dZ

(since d commutes with pull-backs) =h"dRgC

(equivariance of () =h*d(p(g™H ol
=p(g ) oh*dl
=p(g Hod"L.

As a result, it is a basic form and hence comes from a 1-form df{ € Q! (M;P xg V). In this way, we have
defined a covariant exterior derivative

A QO (M;P xg V) — Q' (M; P xg V).
Contrary to the exterior derivative, (dM2T#0in general. Instead,

@M= h*dh*di

=h*d(d(+p(w)ol)

= h* (p(dw) oL - p(w) A dT)
(since h*w =0) =p(h*dw)o{

=p(Q)ol.

In other words, the curvature measures the obstruction of the exterior covariant derivative to define a
de-Rham-type complex.

This story extends to k-forms in the obvious way. Let a € QF(M;P x¢ V) and represent it by a basic
form & € QF (P; V). Define d"a = h*da.

Exercise 2.5. Show that
d"a = da+p(w) Aae QL (P V),

where A denotes both the wedge product of forms and the composition of the components of p(w) with
&, whence it defines an element dMa € QF1 (M; P xg V). Furthermore, show that

@dM%a=p@Q ra.

Solution. FIXME: Later. ¢

Let us derive a formula for the covariant derivative of a section ( € Qkm; P xg V) defined locally by
a family of forms (4 € Qk(Ua ; V), such that on every nonempty overlap Uag,

Co = 0(8gap) OCﬁ .

As seen before, {, = 3 for { € Q¥ (P; V). We define the covariant derivative d"'(, by pulling back d" via
the canonical section sy:

A"y = spd" = sk (dT+p(w) A )
=dsiC+o(sim) Asil
= du+ p(A) Alq -

It is not hard to see, using the transformation properties of Ay and {4 on overlaps that on Ugg,
"G = 0(gap) 0 d 'y .

This result justifies the name “covariant derivative” as used in the Physics literature.
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Notation
We will change notation and write the exterior covariant derivative on basic forms as
ae:oke;v) — okt v),

to make manifest the dependence on the connection one-form, and the one on bundle-
valued forms on M by
da: QFM;P xg V) — QT (M; P xg V),

to make manifest the dependence on the gauge field. For example, in this notation, the Bian-
chi identity for the curvature can be rewritten as

(16)




GT 2006 (jmf) 21

Lecture 3: The Yang-Mills equations

In this lecture we will introduce the Yang-Mills action functional on the space of connections and the
corresponding Yang-Mills equations. The strategy will be to work locally with the gauge fields and en-
sure that the objects we construct are gauge-invariant.

Throughout this lecture P — M will denote a principal G-bundle and H < TP a connection with
connection one-form w and curvature two-form Q. We will let s, : Uy — P denote the canonical sections
associated to a trivialisation. We will let Ay = s and Fy = s;Q denote the corresponding gauge field and
field-strength. On overlaps, the field-strengths are related as in equation (11).

3.1 Some geometry

Until now we have imposed no conditions on M or on G, but this will now change. From now on M
will be an oriented pseudo-riemannian #n-dimensional manifold with metric g. The orientation on M
is given by a nowhere-vanishing n-form, which we will take to be the volume form of the metric.

3.1.1 The volume form

By passing to a refinement, if necessary, we will assume that our trivialising cover {Ug} is such that on
each Uy the tangent bundle too is trivial. This represents no loss of generality. Then on each Uy we can
find one-forms 0; € Q! (U,) such that the metric takes the form

n
g=) &7,
i=1

for some signs €;. Let there be s positive and ¢ negative signs. On overlaps, the 6; will transform by local
(special, since M is orientable) orthogonal transformations, but the numbers s and ¢ will not change
(Sylvester’s law of inertia). We say that M has signature (s, #). Let us define an n-form

01A0A---N0, Q" (U, .

on each U,. The orientability of M implies that these forms agree on overlaps and hence define an
n-form dvol € Q" (M) called the volume form of the metric g. We will assume that dvol gives M its ori-
entation. The volume form allows us to integrate (e.g., compactly supported) functions on M: f},; f dvol
invariantly.

3.1.2 The Hodge * operator

The metric g defines an inner product (—, —) on one-forms by declaring the 8; to be orthonormal:

g, ifi=j,
<e,-,ej>={ l /

0, otherwise,

and extending bilinearly to arbitrary one-forms on Uy. Since on overlaps the 8; transform by (special)
orthogonal transformations, the inner product is well-defined on one-forms on M. Similarly, the metric
defines an inner product on k-forms, but to define it, we need to introduce some notation.
Asequencel = (iy,..., i), where 1 < iy <i» <--- < i} < n, is called a multi-index of length |I| = k. Let
us define 01 := 0; A0Q;, A---AD;, . Then every k-form on Qk(Ua) can be written as a linear combination
of the (01) ;= with coefficients which are functions on Uy. The inner product on Qk(Ua) is defined by

e, ifI=],
0, otherwise,

(eI)e]> = {

where €(I) = €(iy)e(iz)---€(i}) for I = (iy,...,ix), and extending it bilinearly to all of Qk(Ua). As before,
the inner product so defined agrees on overlaps and hence extends to an inner product on Q¥ (M).
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We can now define the Hodge * operator: x : Qkm) — Q" k) by
a A *P = {a,p)dvol,

where o, € Q% (M). We can be more explicit, by showing what the Hodge * operator does to the ;. By
definition,
0r A x0; =€) dvol,
whence
*x0r =e(McDb;,

where I is the complementary multi-index to I; that is, the unique multi-index of length |I| = n — k such
thatTul ={1,2,...,n} (as sets), and ¢(I) is the sign of the permutation of (1,2,..., n) given by concaten-
ating Tu L.

Exercise 3.1. Let n = 4 and let g have positive-definite signature (4,0). Calculate the Hodge x acting
on all 8. Show that *? = id on 2-forms. Now do the same for lorentzian signature (3,1) and show that
%2 = —id on 2-forms. Can you guess what happens in split signature (2,2)?

Solution. There are 2% = 16 possible 6} in four dimensions. We will use the notation 8123 = 0; A8, A 03,
et cetera. In positive-definite signature, we find

%01 = 0234 x1 = dvol *023 =014 %0123 =04
*02=—-0134  *012=034 *024 =013  *0124=-03
*03 = 0124 *013 = =024 %034 =012 *0134 =0
x0,=—0123 %014 = 003 *dvol = 1 *0234 = =61

from where one sees that *? = id on 2-forms.
In lorentzian signature, letting 6 be time-like and dvol = 6¢;23, we find

*x00 = —0123 x1 = dvol *012 = 03 *0012 = 03
*07 = —00p3  *0p; = —0o3 *013=—002  *0p13 =02

%0, = 0013 *0p2 =013 *023 = 001 *B023 = -6,
*x03=—-0p12  *Bp3=-012  *dvol=-1 *0123 = =0

from where one sees that x2 = —id on 2-forms.
In split signature (2,2), *2 =id on 2-forms, as in positive-definite signature. ¢

Iterating the Hodge * operator yields a map x2 : QF(M) — Q*(M). To recognise it, we act on 6:
*20; = e(Dc(D) * Oy = eMeDcDcDOy,

whence %2 is a scalar operator, acting as a sign. To work out the sign, notice that eMe() = (=1)! and that
c(Dc@D = (-
x% = (-1 (-nk=Piq on QF(M).

Exercise 3.2. Let M be even-dimensional. Show how the Hodge * operator transforms under a con-
formal transformation and show that it is conformally invariant acting on middle-dimensional forms.
In other words, rescale the metric on M to g = ¢*/' g, and work out the relation between the Hodge
operators *g and . In particular, show that they agree on middle-dimensional forms.
Solution. Let g = " €602 and g =Y €62 Since g = ¢*/g, we can take 0; = ¢/6;. In particular,
01 = e70;. The Hodge operator for g is defined by

* g0 =eMcDB;,
whence )

*gell/ oy =e(gme/ 07,
or equivalently ] i
*z0r = e el g; = M-I gy .

The result follows from the fact that in middle dimension |I| = |T|, whence % g=*g. ®
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3.1.3 Inner product on bundle-valued forms

We would also like to define inner products on forms with values in an associated vector bundle P xg V.
Locally, on each Uy, we view such forms as forms with values in V. To define an inner product on such
locally defined forms, all we need an inner product on V; but if we want this inner product to glue well
on overlaps, we must require that it be G-invariant, so thatforall ge G, v,weV,

(v, p(Qw)=(v,w) .

Indeed, if { € QX(M;P xg V) is represented locally by {q € QF(Uy; V), consider the function ({y,{y) €
C*®(Uq), where (—,—) denotes both the inner product on V and the inner product on forms. On a
nonempty overlap Ugyg,

(G o = (Q(8ap)Cp, 0(8ap)Cp) = (Cp, Tp)

whence it defines a global function ((, () € C®°(M).

The existence of a G-invariant inner product on V is of course not guaranteed, but if G is compact,
for example, then we may always construct one by departing from any positive-definite inner product
and averaging over the group with respect to the Haar measure.

In the case of the adjoint bundle adP, we require an inner product on the Lie algebra g which is
invariant under the adjoint action of G. For example, if g is semisimple then the Killing form «, defined
by

kK(X,Y) = Tradx ady

where ady : g — g is defined by adx Y = [X,Y], is a possible such inner product. Of course, there are
nonsemisimple (even nonreductive) Lie algebras admitting an ad-invariant inner product; although for
a positive-definite inner product g must be the Lie algebra of a compact group, hence reductive. In any
case we will assume in what follows that g has such an inner product.

3.2 The variational problem

3.2.1 The action functional

The gauge field-strengths F, define a 2-form Fa € Q?(M;ad P) whose norm defines a function on M:

|Fal? = (Fa, Fa) .

Notation
We may at times use the notation

Tr(Fa A xFa) := |Fal? dvol € Q" (M) .

We will define the Yang-Mills action to be

17

provided that the integral exists. This will be the case for M compact, for example.

The above action does not depend on the choice of local sections used to pull back the curvature
two-form to M. Indeed, let §, : Uy, — P be a different choice of local sections. Let m € U, and consider
S« (m) and s¢(m). Since they belong to the same fibre, there exists /4 (m) € G such that

Sa(m) = sq(m)ha(m) .



GT 2006 (jmf) 24

As m varies, this defines a function g : Uy — G. Let Fy = 55Q. Then for all m € Uy,

Fo(m) = 5:Q(5x(m))
= (Rha(m) o Sa)*Q(Sa(m)h(x(m))

= SER}, oy Qa1 (1)

(since Q is invariant) =sp [adha(m)-l 0Q(s4(m)))
= ady, ()1 955 Q2(sa (M)

= adha(m)fl OF(x(m)

whence, by the ad-invariance of the inner product, [F|? = |F|?.

Similarly, the action does not depend on the choice of trivialisation. Indeed, given two trivialisa-
tions, we simply pass to a common refinement and use the independence on the choice of local section
to show that the norm of the gauge field-strength does not change.

Therefore, if M is compact, then the Yang-Mills action defines a function on the space of connec-
tions: Syym : &/ — R. If M is not compact, then we must restrict to connections for which the integ-
ral exists. Moreover, the Yang—Mills action is gauge-invariant. Indeed, under a gauge transformation
®e¥ =C™®M;AdP)

Fo— Féx{) =adg, °Fq ,
whence |[F®|2 = |F|2 due to the invariance of the inner product on g. This means that (for M compact)
the Yang-Mills action descends to a function <7 /¥ — R.

3.2.2 The field equations

A connection A is said to be a Yang-Mills connection if it is a critical point of the Yang-Mills action. This
means that all directional derivatives of Syy vanish at A. We will now see that this condition turns into
a second-order partial differential equation for A.

We recall that <7 is an affine space modelled on Q! (M;adP). This means that the tangent space to
</ at any point is isomorphic to Q' (M;adP). Given a connection A € </ and a one-form T € Q' (M;adP),
we consider the curve A + 1 in &/ whose tangent vector (at A) is precisely 1. The directional derivative
of Sym at A in the direction T is given by

A g (a1
o™ -

and the Yang-Mills condition states that this vanishes for all 1. To see what this means, we first com-
pute the curvature along the above curve. Working locally, but omitting the index a associated to the
trivialisation, we have from the structure equation:
Farrr = d(A+11) + 3 [A+ tT,A+ 17
_ 1 1
=Fp+1(dt+5[A 1]+ 3[T,A]) +

=Fp+t(dt+[AT]) + 3 %[1,7]

1.2
st Tl

=Fa+tdat+ %tz[‘r,‘r] .
Computing its norm,

[Fasicl® = [Fa+ tdat+ 3 %[, 1)
= (Fa+ tdaT+ 3 £°[1, 7], Fp + tdaT + 3 %[, 7))

= [Fal® +20¢daT, Fa) + £ (|JdaTI* + (Fa, [T, 7)) + £ (daT, [T, 71 + 3 24T, T] 2.

Therefore, the Yang-Mills condition is

d
0=—Sym(A+ t‘l’)) =2f (dpT,Fp)dvol for all T € Q' (M;adP).
dt =0 M
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Let d;\‘ denote the formal adjoint of dj, so that

[ {daT,Fa)dvol = f (1,d,Fa)dvol,

M M

whence the Yang—Mills condition becomes the following differential equation:
dZFA =0.

Exercise 3.3. Show that xd Fp = d * Fj.

Solution. Calculating,
f (daT,Fp) dvol:/ Tr (dat A *Fp)
M M

=f Tr ((dt + [A, T]) A %xFp)
M

=f Tr(t A (d *xFa + [A, %Fal))
M

Zf TI‘(T/\dA*FA) .
M

Comparing with
f (T,drFa)dvol = f Tr(t A *d;Fa) ,
M M
gives the desired answer. ¢

We therefore conclude that the Yang-Mills condition is equivalent to the equation

which together with the Bianchi identity dyFa = 0 constitutes of a nonlinear version of the conditions
for a 2-form to be harmonic.

Notice that because the Yang-Mills action is gauge-invariant, if A solves the Yang-Mills equations,
so will any gauge transformed A®. In other words, the gauge group acts on the space .4y of Yang-
Mills connections. The quotient «#\/¥ is the space of classical solutions. In general it is infinite-
dimensional, but we will see that it has interesting finite-dimensional subspaces.

3.3 Coupling to matter

Gauge fields are responsible for the “forces” in Nature. Matter fields, on the other hand, are modelled as
sections of certain bundles over M. For bosonic matter fields, these are simply associated fibre bundles
to P: typically associated vector bundles, but more generally associated fibre bundles in the case of
nonlinear realisations (g-models,...). Fermionic matter fields are sections of a tensor product of a spinor
bundle on M (assumed spin) and an associated vector bundle to P.

For simplicity, let us consider a bosonic matter field ¢ which is a section of an associated vector
bundle P xg V over M with representation p : G — GL(V), preserving an inner product (—,—) on V. Let
dp: QO(M;P xg V) — QN (M; P xg V) denote the covariant derivative and let IdA(pI2 € C*°(M) denote the
(squared) norm of da using both the inner product on forms and the one on V. The coupling of this
matter to the gauge fields is described by the action functional

Smatter = %L |dA(P|2dV01 .

Exercise 3.4. Show that the field equation for ¢ obtained by extremising the above action is given by
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dA*dA(pz(),

which is a nonlinear version of Laplace’s equation.

Solution. As Q°(M;P x V) is a vector space, it is canonically identified with its tangent space. Hence if
@, € QYM;P xg V), @ + tais a curve in Q°(M;P xg V) passing through ¢ with velocity «. We demand
that ¢ be a critical point of the action Spyagter, SO that

d
Esmatter(tp + tx) | o 0 for all a.

Evaluating the action along this curve, one finds

Smatter (P + f0) = %f ldag + tdAO(|2dVOl
M
= fM (31da@l® + t (dac, dpg) + 5 1 |dpcd®) dvol ,
whence the equation of motion is

f {daa, da@)dvol = f (o, dydpgp)dvol =0,

M M

for all « — in other words, dy da¢ = 0. Finally, an argument identical to the one in Exercise 3.3 shows
that xdy dap = —da * da@, whence the equation of motion is as asked. ¢

Of course, the inclusion of matter fields also changes the Yang—Mills equations. It’s easy enough to
work out the new equations by demanding that A be a critical point of the action Syy + Smatter : & — R,
for fixed ¢.

Exercise 3.5. Show that in the presence of the matter field ¢ the Yang-Mills equations are modified by a
quadratic term in ¢:
diFA+T(A @) =0,

where T=T(A, @) € QY (M;adP) is defined by
(T, 1) ={day,p(T)p)

for every T € Q! (M;adP).

Solution. To find how the Yang-Mills equation is modified by the presence of this matter, we compute
the action Sptter along a curve A + t1 € 7. The covariant derivative is da ¢t = da@ + tp(T)@, whence

ldasx@1? = |da@l? + 21 (dp@, (D)) + 2 lp(T)@I? .

Its contribution to the equation of motion is

d
= Smaer(A+ 10| = f (dap, () dvol
dt =0 M

:f (T,t)dvol,
M

which defines T € Q! (M;adP). ¢
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Lecture 4: Instantons

Forget it all for an instanton!
— (not quite) The National Lottery

In this lecture we will specialise to the case of a four-dimensional riemannian manifold M and in-
troduce the notion of (anti-)self-dual connection, the so-called instantons. We will establish a lower
bound for the Yang-Mills action and show that instantons saturate this bound, so they correspond to
minima of the action.

4.1 (Anti-)self-duality

Let (M, g) be a four-dimensional oriented riemannian manifold. We saw in Exercise 3.1 that in this
dimension and signature, the Hodge * operator obeys x> = id acting on 2-forms. This allows us to
decompose the vector space of 2-forms into eigenspaces of x:

Q*(M) = Q2 (M) 8 Q* (M) ,

where a 2-form w € Q4 (M) if and only if o = 0. We will say that w is self-dual if w € Q%+ (M) and anti-
self-dual if w € Q% (M). Every 2-form w can therefore be written uniquely as a linear combination of a
self-dual and an anti-self-dual form w = w; + w_, with w4 € Qi (M). Furthermore this decomposition is
orthogonal with respect to the inner product. Indeed, on the one hand

(Wy,w_Ydvol=ws A*x_ =—ws Aw_,

but also
(Wy,w_Ydvol={w_,w;)dvol=w_A*w; =0W_AW;y =0y A®_,

whence (w4, w_) =0.

The same results also hold in the case of 2-forms with values in vector bundles with inner products.
In particular, it applies to the gauge field strength F5 € Q?(M;adP) of a connection on a principal fibre
bundle P over M. Decomposing Fx = F; +F, into its self-dual and anti-self-dual parts, the Yang-Mills
action (16) is a sum of two terms (provided that the integrals exist):

smzf IFAlzdvolzf |F;|2dvol+f |F;|*dvol
M M M

each one being positive-semidefinite.
Consider now the integral over M

c::f TrFa AFp
M

of the 4-form TrFj A Fp. Decomposing F, into its self-dual and anti-self-dual components, we can
rewrite this integral as the difference

c=f |F;|2dvol—f |F;1*dvol ,
M M

where the mixed terms are absent because F} and F, are perpendicular. This implies the following
bound for the Yang-Mills action

19) Sym = cl,
with equality if and only if F:;: =0 in which case
Sym = Fc.

Finally notice that if Fi = 0 then F, satisfies the Yang—Mills equation (17), by virtue of the Bianchi iden-
tity (15).



Done? 0

GT 2006 (jmf) 28

Notation

If Fp = Fi we will say that the connection is (anti-)self-dual and we say that the gauge field
describes an (anti-)instanton.

Notice that the (anti-)self-duality condition is a first order partial differential equation for the con-
nection, whereas the Yang-Mills equation is of second order. Hence imposing (anti-)self-duality is a
way of finding solutions of a second-order partial differential equation via first order equations. This is
reminiscent of supersymmetry and in fact there is a deep relation between instantons and supersym-
metry.

4.2 Whatis c?

We have shown that the Yang—Mills action is bounded below by a number: (the absolute value of) the
integral of the 4-form ©® = TrFj A F5 over M. Since M is 4-dimensional, © is closed for dimensional
reasons; however

Exercise 4.1. Show that O is a closed 4-form even if dimM > 4.

Solution. This follows trivially from the Bianchi identity:

de = dTI'FA/\FA

=2Tr dFA ANFp
(by Bianchi) = —2Tr[A,FA] AFp
(ad-invariance of Tr) =2TrAA [Fa,Fal
=0.

*

Therefore © defines a class [O] € HéR (M) in de Rham cohomology and c is the evaluation of this class
on the fundamental class [M] € Hy(M). We will now show that c is independent of the connection, as
the notation already suggests, so that it is a characteristic number of the bundle.

Recall that the space .7 of connections is an affine space locally modelled on Q!(M;adP). This
means that if Ag,A; € 7, then the straight line

Ari=Ap+ (A —Ap)
liesin.e/. Let t=A1 —Ag € QL (M;adP). Let us introduce the notation d;:=da, and F; :=F,,. One has

Fy=Fo+tdyt+ %tz[‘[,‘l’] .

Notice that JF
¢
— =dpTt+t[T,T] =d;T.
ar o [t,Tl=d;
Let ©; = TrF; A F;. Differentiating, we obtain
do;
—— =2Tr(d;TAFy) .
ar (dy t)

On the other hand,

dTr(TAF) =Tr(dtAF;—TtAdFy)
(by Bianchi) =Tr(dtAF;+TA[ALTF])

(ad-invariance of Tr) =Tr(d;TAFy) .
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In other words,
do;

dt
whence integrating with respect to ¢ over [0, 1], we obtain

1
@1—@0:d(%j(; T/\Ft).

In particular, in cohomology, [0;] = [@] and hence c is a constant on 7. In fact, up to a factor, it is the
first Pontrjagin number of the adjoint bundle ad P:

= %dTI'(T/\Ft) ,

1
p1(@dP)[M] = meTrFA/\FA = c=41’p1(@dP)M] .

The factor of 47 depends on the normalisation of the inner product Tr on the Lie algebra. We have
made a choice here which is correct for g = su(2) where the inner product is the natural one identifying
su(2) =sp(1) = ImH.

One can show that p;(adP)[M] is an integer, which in the present context is called the instanton
number and usually denoted k. Hence, we can rewrite the bound (18) on the Yang-Mills action as

(20) Sym = 47|k,

for some integer k.

4.3 The Chern-Simons form

We can pull back © to P using the projection: n*®. Since d commutes with pull-backs, n*© is also
closed, but in fact we have

Exercise 4.2. Show that %0 € Q*(P) is exact:

T'O=dTr(wA(do+ %[m,w])) .
Solution. This can be done directly by writing n*® = TrQ A Q and using the structure equation. Here,
however, is a trick due to Chern. Rescale the connection 1-form w; := tw andlet Q; := dw;+ % [y, we] =
tQ+ %( t? — )[w,w]. It is important to remark that o, is not a connection 1-form (for ¢ # 1) and that

hence Q; is not a curvature 2-form, yet the Bianchi identity d“Q; = 0 still holds. Notice that by the
Fundamental Theorem of Calculus,

ld
TrQ/\sz —Tr( Q,AQpdt.
o dt
Alternatively, we can differentiate with respect to ¢ on the RHS to obtain

ﬁQAQ:f
0

1 aQy,
2Tr| — A Q| dt
r( ar " t)
1
:2/ Tr((dw+ tlw,w])) AQ,) dt
0
1 1
(by parts) :2f dTr(w/\Qt)dt+2f Tr(wA dQs+ [tw, Q) dt
0 0
1
(by Bianchi) =df 2Tr(wAQs)dt.
0

Evaluating the integral in the RHS, we obtain

TrQ/\Q:d(w/\doo+%m/\[w,w]).
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L 4

We can now pull-back the 3-form
Tr(wAdw+ %w Alw, 0])

via the canonical sections s : Uy — P. On each trivialising neighbourhood Uy, we have the Chern-
Simons 3-form
Eq:=Tr(Aq A dAg + 3Ag A [Aq, Agl) € Q*(Uy)

By construction, we have on each Uy,
d=y =TrFas AFa,

whence on double overlaps Uy n'Up, d=q = d=g, so that 5y — =g is a closed 3-form.

Exercise 4.3. Show that on each double overlap Uy N Ug,
Ea—Ep = 8o (g TrOA6,0])

where 0 is the Maurer-Cartan 1-form on G.

Solution. This is a straight-forward (if a little tedious) calculation, which can be made a little easier by
working with a matrix group and using equation (5). ¢

4.4 The BPST instanton

We will now take M = R*. This is not compact and we have to be careful with the convergence of the
integrals. We will be concerned with Yang-Mills connections with finite action : those for which the
Yang-Mills action converges. In particular, this means that the field strength vanishes sufficiently fast
at infinity. Euclidean space R* is conformally equivalent to the 4-sphere S* with a point removed, as
can be seen immediately using stereographic projection. Now, it follows from Exercise 3.2 that the
(anti)self-duality conditions are conformally invariant. Hence if an instanton on R* has finite action
and it extends to the point at infinity, it defines an instanton on S*. The simplest such example is the
so-called BPST instanton, named after its discoverers: Belavin, Polyakov, Schwarz and Tyupkin. The
BPST instanton is a connection on a nontrivial principal SU(2)-bundle over S* whose total space is in
fact the 7-sphere. This is a generalisation of the classical Hopf fibration S — S? responsible for the
Dirac monopole. Let us describe it in more detail.

Like many interesting results in Physics, the construction of the BPST instanton stems from a seem-
ingly un-natural identification: in this case, from an embedding of the Lie algebra of SU(2) into the
space M. To explain this it is convenient to work in terms of quaternions. We will identify R* with the
quaternions H:

X1
X2
X3
X4

Rsx= — X+ Xoi+x3]+x4keH.

We will denote by x also the corresponding quaternion. We denote by Rex = x; and Imx = xpi+x3j+x4k
the real and imaginary parts of the quaternion x, respectively. As with the complex numbers, qua-
ternionic conjugation merely changes the sign of the imaginary part:

szl—xzi—xgj—x4k.

The euclidean inner product on R* agrees with the quaternionic inner product: x -y = Re(xy). We will
denote the corresponding norm by |x|?> = Re(xX).
The Lie group SU(2) also has a quaternionic interpretation. Indeed, it is isomorphic to the group
Sp(1) of unit quaternions:
Sp(1) = {x e H||x[* =1},
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and this isomorphism induces one of Lie algebras su(2) = sp(1), which is itself isomorphic to the ima-
ginary quaternions ImH.
We now introduce the following imaginary quaternion-valued 1-form on H,

Ax) = 1 Im(xdx) ,

%% +

which we interpret as an su(2)-valued 1-form on R* and hence as a gauge field. The corresponding
field-strength is given by

1
Fx)=——dxndx,
(x) e xAdx

where A means both the wedge product of 1-forms and quaternionic multiplication. Let us unpack this:

dxndx=(dx;+dxzi+dxsj+dxsk) A(dx) —dxpi—dxsj—dxak)
= —2(dx12 + dx34)i — 2(dx13 — de4)j — 2(dx14 + deg)k ,

where we have used the notation dx;» = dx; A dxp, etc. It is evident from the above that dx A dx is an
ImH-valued self-dual 2-form, and hence so is the field-strength F. Therefore the gauge field A defines
an SU(2) instanton on R*. To determine its instanton number, we need only integrate

1
k=— f [F|2d*x
42 Jpa
1

4 . .
) 4_Tf2fme4 (Ix2+1)* |(dx1z + dxsa)i + (dxis — doxze) j + (dxra + dxog) K| d'x

1 4
= 4—7[2 j';4 WT)‘} (|dxlg + dJC34|2 +|dx13— d)624|2 +|dx14+ de3|2) d4x

1 24
=— — = _d*x,
472 fw (Ix)2+1)4

where we have used that |dx;, + dx34/? = 2 and similarly for the other two self-dual 2-forms. This is an
elementary integral, whose evaluation is simplified by going to spherical polar coordinates:
ridr

k= 3\/01(53)f°° — = LVOl(s% =1
T2 o (r2+1)%  2nm2 o

where we have used that the volume of the unit sphere in R? is 2. (Show this!)

Exercise 4.4. Let A > 0 be a positive real number and x, € H a fixed quaternion. Calculate the field-

strength of the gauge field
1

mlm((x— xo)d})

A)\Yx(] (x) =

and show that this defines a k = 1 instanton. Convince yourself that as A — 0 the instanton becomes
concentrated at xo. (You may wish to visualise what is going on by plotting |F|? as a function of |x — x|
for several values of A.)

Solution. The clever way to solve this problem is to notice that the self-duality condition is invariant
under the action of the conformal group and that A, 4, is the pull-back of A = A; ¢ by a conformal
transformation:

x—»)\_l(x—xo) .

It follows from this that in the limit as A — 0, the instanton concentrates at xy. You can also interpret
P := 4n?|F|? as a probability density and calculate its variance:

0% = (lx —x0/*) — (|x — x01)* ,

where (—) denotes the expectation value with respect to P:

(f(x)) = fR \ fOPx)d x.
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A simple calculation shows that
(|~ xol) = A

whence

which goesto0asA — 0. ¢

and

0%~ 0.6\?,

(lx = x0[%)y = 2A%
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Lecture 5: Instanton moduli space

The steady progress of physics requires for its theoretical
formulation a mathematics that gets continually more ad-
vanced.

— PAM Dirac, 1931

In the previous lecture we constructed a k = 1 SU(2) instanton on S* and in fact saw that it belongs
to a five-parameter family of such instantons. This is not an accident and in this lecture we will see
that there is a moduli space of instantons, which is a disjoint union of a countable number of finite-
dimensional connected subspaces labelled by the instanton number. To a first approximation, the
moduli space is the quotient of the space of (anti)self-dual connection modulo gauge transformations.
However this space turns out to be singular in general and in order to guarantee a smooth quotient we
will have either to restrict ourselves to irreducible connections, or else quotient by a (cofinite) subgroup
of gauge transformations.

5.1 Irreducible connections

Throughout this section we will let P — M be a fixed principal G-bundle with connection H c TP. Let
o denote the connection 1-form. A smooth curve Y : [0,1] — P is said to be horizontal if the velocity
vector is everywhere horizontal: y(f) € Hyy for all z. This is equivalent to o(Y(£)) = 0. Let y(£) = n(Y(1)
denote the projection of the curve onto M. Assume that the curve is small enough so that the image of
y lies inside some trivialising neighbourhood Uy. Then yq(Y(1)) = (y(£), g(¢)), where g(t) is a smooth
curve on G.

Exercise 5.1. Show that the condition w(Y(#)) = 0 translates into the following ordinary differential equa-
tion for the curve g(1):

21 adg(y-1 Aa(Y(1) +(870)(Y(1)) =0,

where A, is the gauge field on U, corresponding to the connection, and 0 is the left-invariant Maurer—
Cartan 1-form on G. Show further that for a matrix group, this equation becomes

(22) (1) +Aaly(1))g(1) =0.

Solution. Equation (20) follows immediately from Proposition 1.3 once we notice that 7,y = Y. As for
equation (21), it follows from equation (20) using that (g*0)(Y(2)) = g(1) "' (). ®

Being a first-order ordinary differential equations with smooth coefficients, equation (20) (equival-
ently (21)) has a unique solution for specified initial conditions, so that if we specify g(0) then g(1) is
determined uniquely. This then defines a map Iy : Py — Py(1) from the fibre over y(0) to the fibre over
y(1), associated to the curve y : [0,1] — M. Rephrasing, given the curve vy, there is a unique horizontal
lift Y once we specify Y(0) € Py(o) and I1,y(0) = Y(1) is simply the endpoint of this horizontal curve. The
map Iy is called parallel transport along y with respect to the connection H.

Now let y be a loop, so that y(0) = y(1). Parallel transport along y defines a group element gy € G
defined by gy = g(1) g(0)~!. To show that this element is well-defined, we need to show that it does
not depend on the initial point g(0). Indeed, suppose we choose a different starting point g(0). Then
there is some group element & € G such that g(0) = g(0)h. The parallel-transport equations (20) and
(21) are clearly invariant under the right G action, whence g(¢) := g(#)k solves the equation with initial
condition g(0). Therefore the final point of the curve is g(1) = g(1)h, whence g(1)g(0) ! = g(1)g(0)!
and gy is well-defined. This defines a map from piecewise-smooth loops based at m = y(0) to G, whose
image is a subgroup of G called the holonomy group of the connection at m denoted

(23) Hol, (w) = {gy|y:[0,1] = M, y(1) = y(0) = m} .

Exercise 5.2. Show that the holonomy group is indeed a subgroup of G; that is, show that it is closed
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under group multiplication. More precisely, if gy, and gy, are elements in Hol, (w), then show that so
is their product by exhibiting a loop y based at m such that g, = gy, g,. Further show that if m, m’ € M
belong to the same connected component, the holonomy groups Hol,;, (w) and Hol,,, (w) are conjugate
in G and hence isomorphic.

Solution. If (y;, g1) is a horizontal lift of y; (in a trivialisation) and (y2, g2) a horizontal lift of y,, then
gy = &1(1g1(0)7" and gy, = g2(1)g2(0)"!, whence gy, 8y, = 8§1(1)€1(0) " g2(1)g2(0)"!. Let us consider
the piecewise smooth curve
@n,  telo3]
v =" L2
yi2t-1), te(d 1.

A continuous horizontal lift of this curve is given (in a trivialisation) by (y(#), g(¢)) where

(1= 182D, re[0,4]
gir-1), re[0,3]

where, for continuity, we choose the horizontal lift of y; in such a way that g;(0) = g»(1). Then

818y, =81 (010 g0 ' =g 1)g0) ' =gl)g0) ' =g.

Now suppose that m, m’ lie in the same connected component of M. For a manifold this means that
they lie in the same path component, whence there is a curve & : [0,1] — M such that §(0) = m and
8(1) = m'. Let 571 :[0,1] — M be the curve 8~ 1(¢) = (1 — 1): the same image as & but traced backward.
Then there is a one-to-one correspondence between loops based at m and based at m'. Indeed, if Y’ is
aloop based at m’ then the composition y = 57! oY/ 0§ is a loop based at m; and vice versa. Arguments
similar to the ones above show that the element g, of the holonomy group at m is given by th/h‘1
where h is the group element corresponding to §(0) in the trivialisation. This shows that Hol,,(®w) and
Hol,, (w) are conjugate subgroups of G. ¢

It follows from the previous exercise, that if M is connected, then the holonomy group of the con-
nection is well-defined as a conjugacy class of subgroups of G. A connection is said to be irreducible if
the holonomy group is precisely G and not a proper subgroup. The importance of the concept of irre-
ducibility is that the group ¢ of gauge transformations acts (almost) freely on the space of irreducible
connections. The key observation is the covariance of parallel transport under gauge transformations.

Exercise 5.3. Let ® € ¢ be a gauge transformation and let y : [0, 1] — M be a curve on M. Let IT, and H$’

denote the operations of parallel transport along y with respect to the connections H and H?, respect-
ively. Show that

(24) Dy olly =TI7 0 @y (g .

Solution. Let ® € 4 = C*°(M;AdP) be a gauge transformation. Locally it is equivalent to a family {¢q €
C*®(Uq G)}. It is a simple calculation to show that if (y(#), g(¢)) is a horizontal lift (in a trivialisation)
of y(#) relative to H, then (y(#), b (Y(#))g(?)) is a horizontal lift of y relative to the gauge transformed
connection H®. This follows by showing that ¢, (y(£))g(#) solves the parallel transport equation (20)
with A replaced by A%, which is given by equation (8). Therefore

H$¢a(Y(0))g(0) =du(Y(1)g(1) = Ga(y(1))I1, g(0) .
Abstracting the g(0), we obtain the desired equation. ¢
Suppose now that H is a connection which is fixed by a gauge transformation ® € ¢. Then for all
curves y, Iy = H$, and in particular for all loops,

(I)Y(O) o HY = HY o (I)Y(O) .

If the connection is irreducible, then every group element in G is realisable as Il for some loop y, and
the above equation says that @) commutes with all group elements. In other words, it is central and
hence trivial in the adjoint group. For example, if G = SU(2) this means that ® ) is +1.
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Let 0 € M be any point and consider those gauge transformations which are the identity at o. These
gauge transformations form a normal subgroup ¥, c ¢, whose quotient ¢ /%, is isomorphic to G. It is
not hard to see, again using the gauge covariance of parallel transport, that ¥, acts freely on the space
</ of connections. Indeed, suppose that ® € ¢, leaves invariant a connection H. Then again IT, = H‘?
for all curves y starting at y(0) = o, whence using that ®y ) = id,

(Dy(l) o HY = HY - (Dy(l) =id.

Since y is an arbitrary curve, ® = id everywhere.

In summary, the group of gauge transformations ¢ acts (almost) freely on the space of irreducible
connections and the group of restricted gauge transformations ¥, acts freely on the space of connec-
tions. This prompts the following definitions. We will work with definiteness with self-dual connections,
but similar definitions apply for anti-self-dual connections.

Let &/* < o/ denote the space of self-dual connections and let <7, < <7 denote the space of irre-
ducible connections. Their intersection «7;” = /" N 47, is then the space of irreducible self-dual con-
nections. Both irreducibility and self-duality are gauge invariant conditions, whence ¢ preserves <7, .
The quotient .# = <7, /¥ is called the moduli space of instantons. Alternatively we can consider the
quotient M = "%, which is called the moduli space of framed instantons. M is fibred over .4
witl}ﬁbres G. Under suitable conditions, both .# and  are finite-dimensional manifolds; although it
is ./ which has the more interesting geometry, as we will see.

5.2 The deformation complex

Let w be a self-dual connection. The tangent space T,.2/ " is the subspace of T,/ defined by the lin-
earised self-duality equations. In turn, T,/ " has a subspace consisting of tangent directions to the
orbit 4 - w of w under gauge transformations. If w is also irreducible, then the orthogonal complement
of T, (¢ - w) (with respect to a suitable inner product) inside T,,<7* is isomorphic to the tangent space
Ty to the moduli space of instantons at w. In this section we will set up the calculation of the dimen-
sion of T.# . The details can be found in the paper [ 1.

Since <7 is an affine space modelled on Q' (M;adP), the tangent space T,,.2/ is naturally isomorphic
to Q'(M;adP). Consider a curve w; := w + {7 in &7 passing through w, where 1 € Ql(M;adP). Such a
straight line will not generally correspond to a self-dual connection for any ¢ > 0, but we can demand
thatit be so up to first order in ¢; that is, we can demand that its velocity be tangent to </ *. The curvature
Q; of w; is given by

Q;=Q+1td"t+ 11,10,

where Q is the curvature of w. This is self-dual up to first order if and only if d* 1 is self-dual.

In order to recognise those directions tangent to the gauge orbit, we need to discuss infinitesimal
gauge transformations. We will consider a curve @, in ¢ passing by @y = id. The derivative with re-
spect to t at the identity gives rise to an element of the tangent space to ¢ at the identity, which we
may identify with Lie algebra & = C*°(M;adP) of the group of gauge transformations. We can define a
map exp : & — ¥ by fibrewise application of the exponential map.! We may describe this locally relat-
ive to a trivialisation. If ® € C*°(M;adP) is described by a family of local functions {90( Uy — g}, then
@, := exp(10) € ¥ is described by the family of local functions {exp(#8,) : Uy — G}. The connection w is
similarly described by a family of local gauge fields {Aq € Q! (Uq; g)}, on which the gauge transformation
®; has the following effect

A" = exp(10q)Aq exp(—10) — d exp(£8,) exp(—10y) ,

where we have assumed a matrix group for simplicity. Differentiating with respect to ¢ and setting t =0
we recover the form of an infinitesimal gauge transformation:

d o,

d_ o =0qAq —AqOy — dOy = —dpOq ,
4 =0

1 Although contrary to what happens in finite-dimensional Lie groups, there may be gauge transformations which are arbitrar-
ily close to the identity which are not in the image of the exponential map.
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which are (up to a sign) the local representatives of dy© € Ql(M;adP).
The preceding discussion can be summarised in terms of the following sequence of linear maps:

.
(25) 0 Q'(M;adP) — % Q!(M;adP) —2— Q2 (M;adP)

0,

where dg‘r := (daT)” stands for the anti-self-dual part of dat. Notice that because w is a self-dual con-
nection, the composition dg ody =F, =0,sothe above is a complex, called the deformation complex.
This means that the image of the first map is contained in the kernel of the second, but it need not
necessarily be all of it.

In fact, a tangent vector T € T,/ is tangent to 7 * if and only if it is in the kernel of the second map,
whereas it is tangent to the gauge orbit if and only if it is in the image of the first. In other words, if w is
irreducible,
= kerd; : Q' (M;adP) — Q2 (M;adP)

Lot = imdy : Q°(M;adP) — Q! (M;adP) ’

which is the first conomology group H' of the deformation complex. For M compact, the deformation
complex is elliptic and hence has finite index

index = dimH® — dimH' + dimH? .

In other words,
dim.# =dimH' = —index + dimH° + dimH? .

The index can be computed in principle by the Atiyah-Singer index theorem, but the index will not be
enough to compute the dimension of the moduli space unless we have some control over H® and H?.

For an irreducible connection, dimH® = 0. Indeed, H® = kerd, : Q°(M;adP) — Q' (M;adP), hence
dimH° # 0 if and only if there is some © € Q°%M;adP) such that d,® = 0. But such a © is invariant under
parallel transport and hence commutes with the holonomy group of the connection. In particular, it
belongs to the centraliser of its Lie algebra. If the connection is irreducible, this Lie algebra is all of g,
which is assumed to be semisimple and hence without centre.

In fact, for the 4-sphere and in the case of G = SU(2), there can be no self-dual reducible connections
with nonzero instanton number. The reason is that if the holonomy is a proper subgroup of SU(2), it
must have the homotopy type of a circle subgroup and for the 4-sphere, there can be no nontrivial
circle bundles, since G-bundles over the 4-sphere are classified by the third homotopy group n3(G),
which vanishes for G = S!.

For the 4-sphere (more generally any self-dual manifold with positive scalar curvature), a Weitzen-
béck argument shows that H? = 0. This argument runs as follows. H? is the cokernel of d, , which is the
kernel of the (formal) adjoint (d,)*. One calculates the corresponding laplacian operator da(d;)* and
shows that this is a positive operator and hence that it has no kernel.

Therefore on the 4-sphere, dim.# coincides with the index of the deformation complex, which can
be computed using the Atiyah-Singer index theorem. For gauge group G = SU(2) and instanton number
k (positive), one obtains dimM = 8k — 3. In particular, for k = 1 we obtain a five-dimensional moduli
space. These are precisely the five parameters in the BPST solution: the scale and the centre of the
instanton.

(I realise that this section is missing many details. I hope to remedy this eventually by a couple of
lectures on a supersymmetric proof of the index theorem.)
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